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 Segmentation of digital images of fish is an important challenge in image 

processing in the field of marine biology and aquaculture. Extraction of fish 

shape features through image segmentation can improve accuracy in 

species identification and fish population monitoring. The U-Net method, 

which is based on deep learning, has been proven effective in medical 

image segmentation and is beginning to be applied in fish image 

segmentation. This study aims to develop a fish digital image segmentation 

method using U-Net architecture for accurate and efficient fish shape 

feature extraction. The dataset used consists of 500 fish images of various 

shapes and sizes collected from various sources. The fish images were 

processed using a U-Net artificial neural network, which was trained and 

tested to obtain the best segmentation results, with evaluation using 

Intersection over Union (IoU). The segmentation results show that the U-

Net method can produce precise segmentation, with a high degree of 

accuracy in extracting fish shape features. Evaluation of the segmentation 

metrics resulted in an IoU value of 0.88, indicating excellent performance 

in distinguishing the fish object from the background and accurately 

mapping the fish shape. The fish digital image segmentation method using 

U-Net is effective for fish shape feature extraction and can be applied in 

fish species identification and aquatic ecosystem monitoring. 

Keywords: 

Digital fish 

Feature Extraction 

Segmentation 

U-Net 

 

This is an open access article under the CC BY-SA license. 

 

Corresponding Author: 

Fathorazi Nur Fajri 

Department of Informatics 

Nurul Jadid University 

Probolinggo, Indonesia 

Email: Fathorazi@unuja.ac.id 

© The Author(s) 2021 

 

1. Introduction  
Segmentation of digital images of fish is one of the major challenges in image processing that is 

important for marine biology and aquaculture. Fish species identification and population monitoring rely 

heavily on the ability to accurately extract fish shape features from digital images. In previous studies [1], 

image segmentation techniques have often faced problems such as fish shape variation, complex 

backgrounds, and limited accuracy in feature extraction [2]. For example, the study by [3] [4] [5] used a 

thresholding-based technique, but the results were inadequate in the case of fish with irregular shapes. 

Therefore, more sophisticated methods are needed to improve precision and efficiency in the process of fish 

image segmentation. 

The U-Net method, which is based on artificial neural networks [6], has proven effective in medical 

image segmentation [7] [8] and is beginning to be applied in fish image segmentation. The advantage of U-

Net lies in its ability to preserve the detailed shape of objects in the image by using deep convolution layers 
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[9] and decomposition layers for spatial information processing [10]. U-Net has been successfully used in 

various image segmentation applications, including in a [11] who introduced this architecture for medical 

image segmentation with highly accurate results. Therefore, the application of the U-Net method to fish 

images has great potential to significantly improve the quality of fish shape feature extraction. 

Although deep learning-based segmentation methods have shown progress, there is still a gap in the 

specific application of these techniques for fish shape segmentation in aquatic images [12] [13]. Several 

studies related to fish image segmentation, such as the one conducted [1], rely on traditional segmentation 

methods or simpler deep learning-based techniques, which are less effective in dealing with the complexity 

of fish shapes. Recent research applying the U-Net method for fish image segmentation is limited, and the 

results have not been able to overcome the problem of irregular backgrounds and variations in fish shapes in 

large datasets [14]. Conclusion: This research aims to fill the gap by developing a more efficient and accurate 

digital image segmentation method of fish using U-Net. 

 The purpose of this research is to develop a fish image segmentation method using U-Net 

architecture that can extract fish shape features with more precision and efficiency. By using U-Net, it is 

expected to obtain better segmentation results, which can be applied in fish species identification and aquatic 

ecosystem monitoring. Evaluation of segmentation performance through metrics such as Intersection over 

Union (IoU) will give an idea of how effective this method is in distinguishing fish from the background and 

retaining their shape accurately [15]. The main contribution of this research is the application of U-Net to 

improve the quality of fish image segmentation, which may affect the field of marine biology and 

aquaculture in the long run. 

 

2. Research Method  
This research uses a U-Net architecture-based fish digital image segmentation method that has 

proven effective in various image segmentation applications [16] can be seen in the figure 1. U-Net is a deep 

learning method designed for high-fidelity image segmentation, with the ability to handle images that have 

complex backgrounds and objects that have irregular shapes. Research [17] showed that U-Net can produce 

highly accurate segmentation in medical applications, and the method has since been used in a variety of 

fields including aquatic biology image processing. In the context of fish segmentation, some studies [18] [19] 

also applied U-Net with very satisfactory results in improving the accuracy of fish shape segmentation. 

Therefore, the U-Net method was chosen for its ability to handle fish image segmentation challenges and is 

expected to provide optimal results in this study.  

 
 

Figure 1. U-Net Architecture 

 

The data in this study was obtained through the collection of digital images of fish caught by 

fishermen with the type of tuna. Collecting diverse datasets is important to ensure that the model can be 

trained to recognize different forms of fish present in aquatic ecosystems. The dataset used in this study 

consists of 500 fish images taken directly from fishermen. Each image was selected with respect to the 

variety of fish body shapes as well as different backgrounds to provide more challenges to the segmentation 

model. The use of this varied dataset will increase the generalization of the model in recognizing different 

shapes of fish in digital images. 

The research procedure consists of several stages starting with data preparation, model training, 

evaluation, and analysis of results [20] can be seen in the figure 2. Each stage is performed chronologically to 

ensure that the model is trained effectively and the results are evaluated with appropriate metrics. The first 

step is image data preprocessing which includes normalization and image augmentation to increase data 

diversity. Once the data was prepared, the U-Net model was trained on the dataset using Adam optimizer-

based optimization and binary cross-entropy loss function. The training process was carried out for 50 epochs 
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with a batch size of 16. After the training was completed, the model was tested using a dataset that had never 

been used before to avoid overfitting. By following this systematic procedure, it is expected that the U-Net 

model can produce accurate and reliable segmentation.  

 
 

Figure 2. Research Procedure 

 

Segmentation results will be measured, tested, and evaluated using standard evaluation metrics in 

image segmentation such as Intersection over Union (IoU). Formula IoU can be seen in the formula 1. These 

metrics are widely used in image segmentation research as they provide a clear [21] and objective measure of 

segmentation accuracy [22]. IoU measures how much overlap there is between the modeled segmentation 

area and the ground truth area measures the similarity between the two. In this study, higher IoU values 

indicate better segmentation quality. For example, the study [15] used IoU to evaluate medical image 

segmentation with the results showing a strong correlation between the values of these metrics and 

segmentation accuracy. Evaluation using IoU will provide a clear picture of how well the model performs 

fish shape segmentation.  

 

     
  

        
 (1) 

 

 

3. Result and Discussion  
This section discusses research procedures such as data collection, data preparation, model training, 

evaluation and analysis of results.. 

 

3.1.  Data Collect 
The data in this study were collected from fishermen's catches of tuna. Diversity in the dataset is 

essential to train the model to recognize different forms of fish in different environmental conditions. The 

dataset used consists of 500 fish images collected from fishermen's catches can be seen in the figure 3. The 

images represent a variety of backgrounds as well as lighting. Some images were taken with higher quality, 

while others contained noise and more complex backgrounds. The collection of diverse and representative 

data ensures that the model can cope with variations in fish shape and condition in digital images.  

 

 
 

Figure 3. Sample dataset Fish 
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3.2.  Data Preparation 

 The data preparation process involves preprocessing and augmentation to improve data quality and 

diversity [23] [24]. Preprocessing and augmentation are necessary to ensure that the model can learn 

effectively from limited data and prevent overfitting. The collected images are processed with noise and 

orientaion  normalization to ensure consistency can be seen in the figure 4. Image augmentation, such as 

rotation, flipping, and zooming, is performed to enrich the variety of data. This allows the model to learn 

from various image representations without requiring new data collection. Proper preprocessing and 

augmentation increases data diversity, allowing the model to generalize better to more complex images. 

 
 

Figure 4. Remove Noise and Orientation image 

 

3.3.  Model Training 

The U-Net training model for fish image segmentation starts with an Input Layer that receives a fish 

image of 256x256 pixels (or any other size adapted to the dataset). This image data has been previously 

processed with preprocessing techniques, such as size and color normalization, to ensure image consistency.  

 

 
 

Figure 5. Architecture U-Net Fish Segmentation 

 

In the Encoder or Contracting Path section, a series of 3x3 convolution layers are used to extract 

features from the input image. Each convolution layer is followed by a ReLU activation function to add 

nonlinearity and 2x2 max pooling to reduce image dimensionality, while retaining important spatial 

information. This process continues as the number of filters increases (e.g., 8 → 16 → 32 → 64 → 128), 

which helps the model recognize increasingly complex features. After that, Bottleneck serves to dig deeper 

into the feature representation. Here, more convolution layers are applied to increase the complexity level of 

the model in processing larger and finer image features. 

In the Decoder or Expanding Path section, the image size will be enlarged back to its original size 

(256x256) using transposed convolution or upsampling techniques. Each upsampling layer is followed by a 

3x3 convolution. One of the important elements in U-Net are skip connections, which connect the encoder 

and decoder sections to ensure that information lost during the pooling process can be recovered through 

concatenation between these two sections [25]. This process ensures that the model can recover spatial details 

that may have been lost in the encoder stage. 
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At the Output Layer, the model generates a binary segmentation (fish vs. background) using a 1x1 

convolutional layer with sigmoid activation [26], which outputs pixel probabilities to determine whether the 

pixel belongs to a fish object or not. Training is done using binary cross-entropy as the loss function, as this 

segmentation is a binary problem, where pixels can only belong to two classes: fish or background. Adam 

Optimizer is used to speed up the convergence process, and evaluation is done using IoU (Intersection over 

Union) metrics, which are commonly used in image segmentation problems. 

 

3.3.1. Evaluation 
In the first experiment, with the standard model, an IoU value of 0.85 were obtained, indicating 

good segmentation results. Experiments with data augmentation showed a slight performance improvement, 

with an IoU value of 0.87, indicating that the additional variation in the dataset helped improve the model's 

ability to segment fish images. On the other hand, using L2 regularization and decreasing the learning rate 

slightly degrades the performance, although the model still provides good results. However, by using a larger 

dataset and larger batch size, the model showed the best performance with an IoU value of 0.88. This 

indicates that the larger and more diverse the dataset, the better the model is at segmenting, as it is able to 

handle variations in fish shape and a more complex background. 

 

Table 1. Experiment and result training model 
Eksperiment IoU Epoch Learning Rate Batch Size 

1 0.85 50 0.001 16 

2 0.87 50 0.001 16 

3 0.84 50 0.001 16 
4 0.83 50 0.0001 16 

5 0.88 60 0.001 32 

 

3.3.2. Analysis of Result 
The results of fish image segmentation using the U-Net method show excellent performance in 

extracting the shape of the fish from the background. Fish objects were separated accurately can be seen in 

the figure 6 and 7, with clear and detailed contours, even on the complex and thin tail. Consistency of results 

is seen in various variations of fish orientation, both horizontal and diagonal positions, where the fish shape 

remains unbroken. However, there is a slight loss of detail in the smaller and thinner areas of the tail, which 

may be due to the input resolution or the model's sensitivity to very fine features. Nonetheless, the 

segmentation had minimal background noise, demonstrating the effectiveness of the model in focusing on 

key features. Overall, these results prove that the U-Net method is capable of performing binary 

segmentation with a high degree of accuracy, making it highly suitable for marine biology and aquatic 

ecosystem research. Further refinements, such as the use of higher image resolution or fine-tuning the 

training parameters, can be made to increase the sensitivity of the model to more complex features. 

 
 

Figure 6. Result Fish Segmentation 

 

 
 

Figure 7. Result Remove Background 
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4. Conclusion  
This research successfully developed a fish image segmentation method using U-Net architecture to 

extract fish shape features with high accuracy. Through research stages that include data collection, 

preprocessing, model training, evaluation, and result analysis, the model shows good and consistent 

performance. Evaluation results using the Intersection over Union (IoU) metric showed a value of 0.88 in the 

best experiment, indicating the model's ability to accurately distinguish fish objects from the background. 

The data augmentation process and the use of a larger dataset proved to improve the model's 

performance in capturing the details of the fish shape, although some challenges were still found in the very 

small and thin parts of the features, such as the fish tail. This shows that the input image resolution and 

training parameters play an important role in precise segmentation. Good fish image segmentation also 

facilitates the fish shape feature extraction process. With accurate and consistent segmentation results, shape 

features such as contour, length, width, and proportion of the fish body can be obtained more quickly and 

precisely. 
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