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 This study applies the K-Means and BIRCH algorithms to cluster earthquake 
data in Indonesia based on geographic coordinates (latitude and longitude), 
depth, and magnitude from 2008 to 2023. Due to its position at the 
intersection of three major tectonic plates, Indonesia is highly prone to 
earthquakes, making the mapping of vulnerable regions essential for disaster 
risk reduction. K-Means is selected for its simplicity and clustering 
effectiveness, while BIRCH is known for its scalability and efficiency in 
processing large datasets. The clustering process involves data preprocessing 
and normalization, followed by determining the optimal number of clusters 
using the Elbow method. Initial findings indicate that K-Means produces 
more distinct and well-separated clusters than BIRCH, with Silhouette 
Scores of 0.3501 and 0.2247, respectively. However, after expanding the 
dataset to 121,123 records and incorporating additional attributes such as 
mag_type, phasecount, and azimuth_gap, BIRCH demonstrated a significant 
improvement in performance, achieving a Silhouette Score of 0.3489—
surpassing K-Means, which dropped to 0.1293. These results suggest that 
BIRCH is more effective for clustering large and complex datasets. The final 
clustering results are visualized on a web-based map to support spatial 
analysis and the identification of earthquake-prone zones. 

Keywords: 

Clustering 
Earthquake 
K-Means 
BIRCH 
Website 

 

This is an open access article under the CC BY-SA license. 

 

Corresponding Author: 

Baromim Triwijaya 
Program Studi Informatika 
Universitas PGRI Semarang 
Jawa Tengah, Indonesia 
Email: baromim08@gmail.com 
© The Author(s) 2025 

 
1. Introduction 

Indonesia is situated at the intersection of three major tectonic plates: the Indo-Australian, Eurasian, 
and Pacific plates. This geological positioning makes the country highly susceptible to seismic events, 
particularly earthquakes [1]. The frequent occurrence of such events each year can lead to considerable 
physical, economic, and social consequences [2]. Hence, identifying and mapping regions vulnerable to 
earthquakes is a critical early measure in disaster risk mitigation efforts. 

One approach that can be done in grouping earthquake-prone areas is through clustering techniques 
in data mining. This technique is used to group data based on similar characteristics so that areas with similar 
levels of earthquake vulnerability will be included in one group [3]. In this research, the K-Means algorithm 
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is used, which is one of the non-hierarchical clustering methods that is simple, efficient, and widely used in 
various scientific studies [4]. 

Several previous studies have applied K-Means to earthquake data and showed quite good results in 
clustering earthquake-prone areas [5]. However, this research presents a novelty by integrating the clustering 
results into a web-based interactive map visualization, and comparing the performance of the K-Means and 
BIRCH algorithms in clustering regions based on earthquake characteristics in Indonesia. The selection of 
BIRCH is based on its ability to handle large datasets efficiently, because BIRCH summarizes the data into 
subclusters first before obtaining the final cluster, making it suitable for processing earthquake data that has a 
large amount of data [6].  

Several previous studies have applied the K-Means and BIRCH algorithms for data clustering 
analysis. Malik et al. (2023), in their study titled “Earthquake Distribution Mapping in Indonesia Using K-
Means Clustering Algorithm,” utilized K-Means to map the distribution of earthquake points in Indonesia. 
The research, which was based on data from the Meteorology, Climatology, and Geophysics Agency 
(BMKG) from 2008 to 2023, focused on clustering earthquake events by depth, magnitude, and a 
combination of both. The optimal number of clusters was determined using the Silhouette Score, with the 
two-cluster scenario achieving the best result. This indicates that K-Means was effective in separating 
earthquake data and provided valuable insights into seismic activity patterns across Indonesia, contributing to 
disaster mitigation efforts [7]. 

In contrast, a study by Rizalde et al. (2023) titled “Comparison of K-Means, BIRCH, and 
Hierarchical Clustering Algorithms in Clustering OCD Symptom Data” evaluated the performance of these 
three algorithms on a dataset containing 1,500 records of OCD (Obsessive-Compulsive Disorder) symptoms. 
The analysis showed that BIRCH achieved the best Davies-Bouldin Index (DBI) score of 1.3 under the K10 
scenario, outperforming K-Means (1.36) and Hierarchical Clustering (2.03). These results highlight BIRCH’s 
superior accuracy and efficiency in managing large and complex datasets [8]. 

From these findings, it can be concluded that while K-Means is effective in identifying spatial 
patterns in earthquake data, BIRCH demonstrates advantages in processing large-scale datasets with high 
computational efficiency. These considerations support the use of both algorithms in the present study to 
cluster earthquake-prone areas in Indonesia based on earthquake characteristics. 
 
2. Research Method 
2.1. Data Collection 

Data collection is a systematic process of obtaining relevant information or facts to support research 
objectives [9]. The first stage in this research is the collection of data on earthquakes that occurred in 
Indonesia during the period 2008 to 2023 and the period 2008 to 2025. The data was obtained through the 
Kaggle platform, which based on its description is sourced from the Meteorology, Climatology and 
Geophysics Agency (BMKG) [10]. 

 
2.2. Data Preprocessing 

Data preprocessing is a crucial step in data analysis that aims to prepare data into a cleaner format 
and ready to be used in further modeling or analysis [11]. The main purpose of preprocessing is to address 
issues such as missing values, remove irrelevant data, and transform the data to make it more consistent and 
ready to be used in machine learning algorithms. This process includes several stages, including addressing 
missing values, data cleaning, data normalization or standardization, and removal of unnecessary features 
[12]. 

In this research, the first step is to check for missing values in the dataset. Missing values can arise 
for various reasons, such as measurement error or data absence. To overcome this, features that have many 
missing values will be removed. The features selected for deletion are strike1, dip1, rake1, strike2, dip2, and 
rake2, as they are considered irrelevant and have many missing values, which may affect the quality of 
further analysis.  The analyzed features only include latitude (lat), longitude (lon), magnitude (mag), and 
depth. 

 
Table 1. The Dataset 

No tgl ot lat lon depth mag remark 
1 2008/11/01 21:02:43 -9.18 119.06 10 4.9 Sumba Region -Indonesia 
2 2008/11/01 20:58:50 -6.55 129.64 10 4.6 Banda Sea 
3 2008/11/01 17:43:12 -7.01 106.63 121 3.7 Java - Indonesia 
4 2008/11/01 16:24:14 -3.30 127.85 10 3.2 Seram - Indonesia 
5 2008/11/01 16:20:37 -6.41 129.54 70 4.3 Banda Sea 
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… … … … … … … … 

After removing unnecessary features, the next step is to normalize the remaining data. 
Normalization aims to change the scale of the data to make it more uniform, avoiding problems that arise due 
to differences in scale between features [13]. For this reason, the Standard Scaler method is used in this 
study, where each feature will be processed so that it has a distribution with a mean of 0 and a standard 
deviation of 1. 
 

Table 2. Data Preprocessing Results 
No lat lon depth mag 
1 -1.326 -0.009 -0.508 1.567 
2 -0.722 0.967 -0.508 1.207 
3 -0.827 -1.156 0.937 0.128 
4 -0.162 0.767 -0.508 -0.491 
5 -0.697 0.947 0.382 0.847 

… … … … … 

 
2.3. K-Means Clustering 

The K-Means algorithm functions by grouping data into several clusters based on the similarity 
between data, where each cluster is represented by a centroid [14]. The K-Means process aims to reduce the 
total squared distance between each data point and its nearest centroid [15]. A commonly used method to 
measure the distance between two points in the K-Means algorithm is the Euclidean distance, formulated as 
follows [16]: 

 

𝑑(𝑥, 𝑦) =  ඥ(𝑥ଵ − 𝑦ଵ)ଶ + (𝑥ଶ − 𝑦ଶ)ଶ + ⋅⋅⋅ + (𝑥௡ − 𝑦௡)ଶ    (1) 
 

Description: 
 𝑥 and 𝑦 are two points in 𝑛-dimensional space.  

 𝑥ଵ, 𝑥ଶ, … , 𝑥௡ are the 𝑥 point components. 

 𝑦ଵ, 𝑦ଶ, … , 𝑦௡ are the 𝑦 point components. 

After the Euclidean distance between each data and all centroids is calculated, each data is then 
classified into the cluster that has the closest distance to the centroid [17]. The next step is to update the 
centroid position for each cluster. The new centroid is obtained by calculating the average position of all data 
points in the cluster, using the equation [18]: 

𝜇௞ =  
1

𝑁௞

෍ 𝑥௤

ேೖ

௤ୀଵ

 

(2) 
Description: 

 𝜇௞  = centroid point of the 𝑘-cluster 
 𝑁௞  = number of data in the 𝑘-cluster 
 𝑥௤  = 𝑞-data in the 𝑘-cluster 

Using this method, data can be grouped into clusters that have similar characteristics based on the 
minimum distance to the centroid of each cluster [19]. 
 
2.4. Elbow Method 

The Elbow method is used to determine the optimal number of clusters by looking at changes in the 
Within-Cluster Sum of Squares (WCSS) value against the number of clusters (K). The WCSS value will 
decrease as K increases, but at a certain point the decrease will slow down and form an elbow. This point is 
considered the optimal number of clusters, as adding clusters after this point does not provide a significant 
improvement in clustering performance [20]. 
2.5. BIRCH Clustering 

Birch Clustering (Balanced Iterative Reducing and Clustering using Hierarchies) is a clustering 
algorithm designed to handle large-scale datasets and is efficient in terms of memory and computation time 
[21]. Birch builds a tree structure called CF Tree (Clustering Feature Tree) to incrementally cluster data 
hierarchically by summarizing the statistical information of the data in its nodes. This process allows Birch to 
perform incremental and effective clustering on large data without having to load the entire data into 
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memory. This algorithm is suitable for high-dimensional data and performs well when the number of clusters 
is not too large and the data distribution is relatively balanced [22]. 
2.6. Silhouette Score Evaluation 

Silhouette Score is used to evaluate the quality of cluster formation. The value of this score ranges 
from -1 to 1. The closer to 1, the better the cluster is well-defined and separated from other clusters. Values 
close to 0 indicate that the data is at the boundary between two clusters, while negative values indicate the 
possibility of misclustering [23]. 
 
3. Result and Discussion 
3.1.  K-Means Clustering 

Determining the optimal number (K) of clusters can be done using the Elbow method. Based on the 
graph of the relationship between the number of clusters (K) and the Within-Cluster Sum of Squares (WCSS) 
value, it can be seen that WCSS decreases sharply from K = 1 to K = 4, then the decline begins to slope. The 
elbow point on the graph occurs at K=4, so the optimal number of clusters is chosen as 4. With this number, 
the model can group data effectively without causing excessive complexity. 

 

 
Figure 1. Elbow Method 

 
After determining the number of clusters using the elbow method, the next process is centroid 

selection. Centroid selection is done with the assumption of taking directly from the available data [24]. The 
first centroid (Cluster 1) is taken from Data 1, the second centroid (Cluster 2) is taken from Data 2, the third 
centroid (Cluster 3) is taken from Data 3, and the fourth centroid (Cluster 4) is taken from Data 4. With this 
assumption, each initial centroid represents one unique data with different characteristics based on latitude, 
longitude, depth, and magnitude values. After determining the initial centroid of the data, the next step is to 
calculate the distance of all data to each centroid using the Euclidean Distance formula. The end result shows 
the division of clusters where each data is grouped according to the similarity of latitude, longitude, depth, 
and magnitude values after normalization, providing a more structured picture of the distribution of 
earthquake characteristics. So the PCA graph is obtained as follows, 

 

 
Figure 2. PCA K-Means 
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Figure 2 displays the clustering results using the K-Means algorithm in the form of a 2-dimensional 
scatter plot after processing with PCA. Each point represents earthquake data, and different colors indicate 
the clusters formed based on data similarity. 
 

Table 3. K-Means Algorithm Clustering Results 
No lat lon depth mag cluster_kmeans 
1 -9.18 119.06 10 4.9 0 
2 -6.55 129.64 10 4.6 3 
3 -7.01 106.63 121 3.7 0 
4 -3.30 127.85 10 3.2 3 
5 -6.41 129.54 70 4.3 3 

… … … … … … 

 
Table 3 shows some of the results of clustering earthquakes in Indonesia using K-Means. The 

cluster_kmeans column shows the cluster to which each data belongs based on the similarity of parameters 
such as location, depth and magnitude. 

 
3.2. BIRCH Clustering 

The BIRCH algorithm uses an efficient hierarchical tree approach, where data is incrementally 
added to the Clustering Feature Tree. Each node contains summary statistics (number of data, number of 
vectors, and number of squares) and uses a radius threshold to determine whether to include new data in 
existing clusters or create new clusters [25]. This process takes place automatically, without the need for 
centroid initialization as in K-Means. So the PCA graph is obtained as follows, 
 

 
Figure 3. PCA BIRCH 

 
In the graph above, each color indicates the cluster formed by BIRCH. It can be seen that BIRCH 

has successfully grouped the data based on similar characteristics, although most of the data falls into one 
dominant cluster, 

 
Table 4. BIRCH Algorithm Clustering Results 

No lat lon depth mag Cluster_birch 
1 -9.18 119.06 10 4.9 0 
2 -6.55 129.64 10 4.6 0 
3 -7.01 106.63 121 3.7 0 
4 -3.30 127.85 10 3.2 0 
5 -6.41 129.54 70 4.3 0 

… … … … … … 

 
Table 4 shows a portion of the earthquake data that has been clustered using the BIRCH algorithm. 

All the data in this example belong to the same cluster, cluster 0. This shows that BIRCH identifies strong 
similarities between the data based on location, depth and magnitude parameters. 
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3.3. Comparison 
After clustering using each algorithm, the next step was to compare the results of both. The first 

comparison focused on the data distribution of each cluster formed, to see how each algorithm categorized 
the earthquake data. 

 
Table 5. Distribution of Clustering Results 

Algorithm Cluster 0 Cluster 1 Cluster 2 Cluster 3 
K-Means 30142 7815 11884 43046 
BIRCH 81267 2532 553 8535 

 
The distribution of clustering results shows significant differences between the K-Means and 

BIRCH algorithms in clustering earthquake data. K-Means produces a relatively balanced distribution 
between clusters, with the largest amount of data in Cluster 3 (43,046 data) and the smallest in Cluster 1 
(7,815 data). Meanwhile, BIRCH produces a very unequal distribution, where most of the data (81,267 data) 
is concentrated in Cluster 0, while the other three clusters have much less data, especially Cluster 2 which 
only contains 553 data. This difference indicates that K-Means tends to divide data evenly based on distance, 
while BIRCH is more sensitive to hierarchical structure and data density. The next step is to compare based 
on Silhouette Score and execution time. 

 
 

Table 6. Performance Comparison of Clustering Algorithms 
Algorithm Silhouette Score Runtime 
K-Means 0.3501 0,14 
BIRCH 0.2247 3,99 

 
Based on the comparison results in the Silhouette Score and runtime tables, the K-Means algorithm 

performs quite better than BIRCH. K-Means produces a Silhouette Score value of 0.3501 which indicates 
better cluster separation and clearer cluster structure, compared to BIRCH which only achieves a score of 
0.2247. In addition, the execution time of K-Means (0.14 seconds) is also faster than BIRCH (3.99 seconds), 
indicating that K-Means is superior in processing large amounts of earthquake data. Next is to see the 
comparison using map visualization. 

 

 
Figure 4. K-Means Clustering Result Map 

 
Figure 4 displays the clustering results using the K-Means algorithm, which shows a more balanced 

distribution of clusters. Each color on the map represents a cluster that successfully groups the earthquake 
data based on clear geographical patterns, such as the western, central and eastern regions of Indonesia. K-
Means is able to better distinguish earthquake-prone areas, creating a sharp and spatially meaningful cluster 
separation. This suggests that K-Means has superior performance in identifying earthquake distribution 
patterns based on location, producing more informative and representative visual results. 
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Figure 5. BIRCH Clustering Result Map 

 
Figure 5 shows the results of clustering visualization using the BIRCH algorithm on earthquake data 

in Indonesia. It can be seen that the distribution of data on the map is dominated by one color (red), 
indicating that most of the earthquake points belong to one large cluster. This reflects that BIRCH is less than 
optimal in distinguishing earthquake characteristics based on the attributes used, as only a few clusters are 
clearly formed. This unbalanced distribution of clusters indicates that the BIRCH model tends to group the 
data in a general way without sharp separation, in contrast to the more structured K-Means results. 

 
Table 7. Clustering Result 

No lat lon depth mag cluster_kmeans cluster_birch 
1 -9.18 119.06 10 4.9 0 0 
2 -6.55 129.64 10 4.6 3 0 
3 -7.01 106.63 121 3.7 0 0 
4 -3.30 127.85 10 3.2 3 0 
5 -6.41 129.54 70 4.3 3 0 

… … … … … … … 
92882 3.24 127.18 10 4.0 3 0 
92883 2.70 127.10 10 3.9 3 0 
92884 -7.83 121.07 10 3.8 0 0 
92885 3.00 127.16 10 4.1 3 0 
92886 -8.87 118.95 10 2.4 0 0 

 
Table 7 shows the results of clustering earthquake data based on latitude, longitude, depth, and 

magnitude (mag) using the K-Means and BIRCH algorithms. It can be seen that BIRCH tends to group most 
of the data into one cluster (cluster 0), while K-Means is able to divide the data more evenly into several 
different clusters. This is consistent with the previous visualization results and silhouette score values, which 
show that K-Means has better clustering quality.  

However, this was the case for the initial dataset, which was only from 2008-2023 and used key 
attributes such as latitude, longitude, depth, and magnitude. To test the performance of the algorithm with 
more and more recent data from 2008-2025, an experiment was conducted using a dataset of 121,123 data 
and the addition of attributes such as mag_type, phasecount, azimuth_gap, and several other parameters. The 
BIRCH clustering results are more evenly distributed than the previous experiments, with a clearer and more 
balanced cluster distribution. 

 
 

Table 8. Comparison of Clustering Algorithm Performance with Latest Data 
Algorithm Silhouette Score Runtime 
K-Means 0,1293 0,25 
BIRCH 0,3489 0,37 

 
This is shown by the Silhouette Score value of 0.3489, which is higher than that of K-Means which 

only reaches 0.1293. In terms of efficiency, the execution time of BIRCH was recorded at 0.37 seconds, 
slightly slower than K-Means which only required 0.25 seconds. 
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Table 9. Distribution of Clustering Results with Latest Data 
Algorithm Cluster 0 Cluster 1 Cluster 2 Cluster 3 
K-Means 7163 39164 40525 34271 
BIRCH 81267 2532 553 8535 

The data distribution of the clustering results also shows significant differences. In K-Means, the 
data is spread across four clusters with a relatively even distribution: Cluster 2 (40,525 data), Cluster 1 
(39,164 data), Cluster 3 (34,271 data), and Cluster 0 (7,163 data). Meanwhile, BIRCH produces a distribution 
that is more concentrated in Cluster 0 (110,973 data), followed by Cluster 1 (5,707 data), Cluster 2 (4,140 
data), and Cluster 3 (303 data). 

This achievement shows that BIRCH is superior in handling large datasets with complex attributes, 
as its hierarchical clustering process is able to absorb attribute information in more detail, resulting in a more 
accurate and structured separation even though it requires a slightly longer execution time.  
 
3.4. Website Implementation 

After the clustering process is complete, the clustering results are visualized in the form of a web-
based interactive map. This map displays the distribution of earthquakes based on the clusters formed, 
making it easier to identify earthquake-prone areas more clearly. Flask technology is used as the backend to 
connect the clustering results with the web interface. 

 

 
Figure 6. Earthquake Cluster Website 

 
This map shows that each cluster groups earthquake data that are similar in terms of both geographic 

location and seismic characteristics. The results of this clustering help identify areas with similar earthquake 
characteristics, which can later be visualized through an interactive map to understand the distribution of 
earthquake-prone areas in Indonesia more systematically. 
 
4. Conclusion 

The implementation of K-Means and BIRCH clustering algorithms on earthquake data in Indonesia 
(based on location, depth, magnitude, as well as additional attributes such as mag\_type, phasecount, and 
azimuth_gap) shows that both are able to form earthquake clusters with certain patterns. In the initial 
experiment, K-Means recorded a Silhouette Score of 0.3501, higher than BIRCH (0.2247). However, after 
adding attributes and increasing the amount of data to 121,123, BIRCH's performance improved significantly 
(0.3489), surpassing K-Means (0.1293). This shows that BIRCH is more optimal for large and complex data, 
thanks to its hierarchical clustering approach. In terms of efficiency, BIRCH takes 0.37 seconds, slightly 
longer than K-Means (0.25 seconds), but produces more representative clusters. Visualization in a web-based 
interactive map facilitates spatial analysis of earthquake patterns in Indonesia. 

This result opens up opportunities for further development of spatial-temporal analysis. For future 
research, it is recommended to consider additional spatial/temporal attributes and alternative algorithms such 
as DBSCAN or HDBSCAN that are more adaptive to noise and irregular distribution. 
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