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 Measuring student satisfaction is crucial, especially considering the 
increasing competition in the field of education along with the advancement 
of knowledge and technology. It is essential to assess whether the services 
expected by students align with the services they actually receive. 
Evaluating student satisfaction can significantly help higher education 
institutions improve service quality, which in turn may lead to an increase 
in student enrollment.This study employs a quantitative method using one 
of the data mining techniques—classification—through the C4.5 algorithm 
to measure student satisfaction levels. The population of this research 
includes active students at IAIN Kerinci, with a sample size of 100 
respondents. The students serve as the subjects providing evaluations or 
opinions on variables characterized by Tangibles, Reliability, 
Responsiveness, Assurance, and Empathy.The data is processed using data 
mining classification techniques, with testing conducted through 
RapidMiner software. The results of the analysis and testing indicate that 
data mining effectively classifies the variables in measuring student 
satisfaction, generating 10 decision tree rules with an accuracy rate of 
98.22%. These resulting rules are expected to serve as a foundation for 
making informed decisions on actions needed to enhance student 
satisfaction. 
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1. Introduction 

In today’s era of technological advancement, data has become a highly valuable commodity. Every 
sector, including education, must be able to utilize data effectively. Higher education institutions are required 
to manage their ever-growing volumes of data to continue evolving and providing optimal services. One 
technique that can be used to process large amounts of data is data mining. Linguistically, "data mining" can 
be interpreted as "mining data"—similar to how traditional mining extracts valuable minerals from the earth, 
data mining extracts valuable "information" from large datasets. Data mining refers to the discovery of 
knowledge in databases [1]. It is the process of extracting useful information from massive datasets using 
algorithms and extraction methods from statistics, machine learning, and database management systems [2]. 
Among the many data mining methods available, one of the most popular is the C4.5 algorithm [3]. This 
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algorithm is commonly used to generate decision trees in classification techniques and is characterized by the 
calculation of entropy and gain values [4]. 

Student satisfaction plays a crucial role in the sustainability of academic systems in higher education 
institutions [5]. High student satisfaction with the academic services they receive can serve as an indicator of 
institutional quality and becomes a competitive advantage in attracting prospective students [6]. Satisfaction 
itself refers to a feeling that reflects the outcome of comparing a product or service with one's expectations 
[7]. It can also be described as a sense of contentment or pleasure derived from consuming a product or 
service [8]. 

Therefore, satisfaction can be measured based on the responses of service recipients—whether they 
feel satisfied with the quality of services provided. In this context, student satisfaction refers to how students 
perceive the academic services offered by the university [9]. Higher education institutions can meet students’ 
expectations only if they understand what students truly want. Thus, evaluating student satisfaction with 
academic services is essential to help universities improve service quality and identify which types of 
services influence student satisfaction in the future. Providing quality services that align with student 
expectations also serves as a form of promotion, enhancing the institution’s image and attracting more 
students [10]. 

Although research on student satisfaction and its impact on service quality has been widely 
conducted, most studies tend to examine general satisfaction factors without considering the specific 
characteristics of academic services in higher education. Moreover, the application of data mining 
techniques, such as the C4.5 algorithm, in analyzing student satisfaction is still relatively rare. Most existing 
studies employ descriptive statistics or basic regression methods, whereas data mining has the potential to 
yield deeper insights by uncovering hidden patterns that conventional analysis might overlook. 

Therefore, this study aims to address this gap in the literature by applying the C4.5 algorithm to 
analyze specific variables related to student satisfaction—namely, Tangibles, Reliability, Responsiveness, 
Assurance, and Empathy [11]. This approach allows for more accurate identification of which variables 
significantly influence student satisfaction, providing data-driven recommendations for improving academic 
services. The findings of this study are expected to offer deeper understanding of the factors affecting student 
satisfaction in higher education and contribute to the advancement of data mining applications in the context 
of educational research. 
 

2. Research Method 

This research adopts a quantitative approach integrated with data mining techniques, specifically 
utilizing the C4.5 classification algorithm, to assess student satisfaction levels at IAIN Kerinci. The 
methodology commences with the collection of primary data through structured questionnaires, which are 
meticulously designed to evaluate five key dimensions of academic service quality: Tangibles, Reliability, 
Responsiveness, Assurance, and Empathy. These dimensions are adapted from the SERVQUAL framework, 
which is widely recognized for assessing service quality in educational and other service-oriented sectors. 
The deployment of questionnaires enables direct engagement with students as primary respondents, ensuring 
the acquisition of relevant and measurable data that reflect their personal experiences and perceptions. 

The target population for this study encompasses all currently enrolled students at IAIN Kerinci who 
have actively interacted with various academic service systems, including but not limited to administrative 
services, access to academic information, and utilization of educational facilities. These students are 
considered ideal participants as they serve as the end users of campus services and thus can provide authentic 
insights into service quality. Given the size and diversity of the student body, the total population is estimated 
to range from several hundred to several thousand individuals, subject to the latest institutional enrollment 
records. 

To ensure the relevance and validity of the data collected in this study, a purposive sampling 
technique is employed, involving the deliberate selection of 100 respondents who meet predefined criteria. 
This non-probability sampling method is chosen specifically to focus on students who have had direct and 
meaningful interactions with the academic services provided by the institution. By targeting individuals with 
actual experience in areas such as administrative support, academic advising, and the use of campus facilities, 
the study is better positioned to collect accurate, context-specific data that truly reflects the students’ 
perspectives on service quality and satisfaction. 

The selection process was conducted through a multi-faceted recruitment strategy, including in-class 
announcements, digital outreach via university platforms, and direct engagement at service locations such as 
the academic administration office and university library. This combination of methods was strategically 
designed to include a diverse group of students—covering different departments, years of study, and 
frequencies of service utilization. This diversity is essential to achieving a comprehensive understanding of 
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student satisfaction, as it allows the study to account for various expectations and experiences across the 
academic community. 

Moreover, the research process was carried out in a structured and systematic manner, beginning 
from instrument design and data collection to classification and analysis using the C4.5 algorithm. This 
methodical approach not only increases the credibility of the study but also provides a clear methodological 
framework for future research efforts within similar academic environments. 

Ultimately, the insights derived from this research are intended to serve as a valuable resource for 
institutional decision-makers. By identifying which factors most significantly influence student satisfaction, 
the university can develop targeted improvements in academic services—thereby enhancing the student 
experience, promoting retention, and strengthening the institution’s reputation in the long term. 

 
3. Result and Discussion 

The low rate of student enrollment growth poses a significant challenge for the institution in 
determining effective strategies to increase the number of students substantially. Despite numerous efforts—
such as external promotional campaigns—the impact has remained limited. This condition underscores the 
necessity for the institution to implement more strategic and evidence-based approaches, one of which is 
measuring student satisfaction, an initiative that, notably, has not been previously undertaken. 

The primary objective of assessing student satisfaction is to determine whether the services provided 
by the institution align with the expectations of its students. This is particularly important in light of the 
assumption that academic services and student experiences function as the most effective form of 
promotion—more impactful than external advertising—because word-of-mouth and internal reputation often 
influence prospective students’ decisions. Additionally, through this evaluation, the institution can identify 
which service areas most significantly affect student satisfaction, allowing it to focus on improving those 
specific aspects to enhance overall student experiences. 

This study is designed to provide comprehensive information on the key criteria that influence 
student satisfaction with both the facilities and the academic services offered by the institution. The input for 
this research is derived from questionnaire responses collected from students, while the output is a 
classification of the students’ satisfaction levels into two categories: Satisfied and Not Satisfied. By 
analyzing these outputs, the institution gains insight into the underlying factors that determine whether 
students are content with their campus experience. 

To process the data and extract meaningful patterns, this research utilizes data mining techniques, 
specifically the classification method, which is suitable for handling categorical variables. The classification 
process will help uncover hidden patterns within the data and generate actionable insights that can inform 
institutional strategies. By applying the C4.5 algorithm, the study is expected to produce a set of decision 
rules that clearly outline the conditions under which students report satisfaction or dissatisfaction, thus 
serving as a valuable decision-support tool for institutional planning and service enhancement. 
a. Data Selection, which involves integrating data from multiple sources. 
b. Data Cleaning, which aims to remove inconsistent and noisy data. 
c. Data Transformation, which transforms the data into a suitable format for mining. 
d. Data Mining, the essential process where intelligent methods are applied to extract data patterns, 

followed by Pattern Evaluation to identify truly interesting patterns that represent valuable knowledge 
based on specific interestingness measures. 

In this study, five criteria were established to measure student satisfaction levels, namely: Tangible, 
Assurance, Reliability, Responsiveness, and Empathy. Once all the criteria were classified, the data collected 
from student questionnaires were then transformed in accordance with the classification results for each 
criterion. 

Based on the transformed data, a decision tree will be constructed to evaluate student satisfaction 
levels using the predefined criteria. The process of building a decision tree using the C4.5 algorithm involves 
the following four steps [13]: 
a. Preparing the training data. The training data is obtained from previously collected data that has been 

grouped into specific classes, usually referred to as historical data. 
b. Calculating the root of the tree. The root is selected based on the gain value of each attribute, where the 

attribute with the highest gain is used as the first root. To obtain the gain value, the entropy of each 
attribute is calculated first using the appropriate formula.: 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) =  ∑ − 𝑝𝑖 × logଶ 𝑝𝑖௡
௜ୀଵ     (1) 
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Explanation of the formula: 
S = Set of cases 
n = Number of partitions in set S 
pi = Proportion of subset Si to the total set S 
 
After obtaining the entropy value, the next step is to calculate the gain using the following formula : 

𝐺𝑎𝑖𝑛 (𝑆, 𝐴) = 𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑆) − ∑
|ௌ௜|

|ௌ|

௡
௜ୀଵ × 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆𝑖)  (2) 

Explanation of the formula: 
 
S = Set of cases 
A = Attribute (Feature) 
n = Number of partitions of attribute A 
Si| = Number of cases in the i-th partition 
|S| = Total number of cases in set S 
 

Repeat the previous process for each branch until all cases within a branch belong to the same class. 
This recursive process is essential in constructing an effective and accurate decision tree, where each branch 
represents a pathway of decisions based on specific attribute values, and each leaf node corresponds to a final 
classification—either “Satisfied” or “Not Satisfied.” 

To build the decision tree, several critical steps must be carried out systematically. First, the total 
number of cases is identified, followed by determining how many of those cases fall under the “Satisfied” 
decision class (S1) and how many are categorized as “Not Satisfied” (S2). Then, the dataset is partitioned 
based on the five key attributes: Tangibles, Assurance, Reliability, Responsiveness, and Empathy, which 
represent the main dimensions of service quality evaluated in the study. 

For each attribute, entropy values are calculated to measure the level of impurity or disorder in the 
dataset. Using these entropy values, the information gain is then computed to identify how much each 
attribute contributes to improving classification accuracy. The attribute with the highest information gain is 
selected as the root node of the decision tree. This ensures that the most informative attribute is prioritized, 
forming the basis for a more efficient and meaningful classification structure. 

 
 

Table 1. Highest Gain Calculation 

Node 1 Total Satisfied 
Not 

Satisfied 
Entrophy Gain 

Total 100 82 18 0,6801 
 

Tangible 
    

0,2894 
High 36 36 0 0,0000  

Medium 48 42 6 0,5436  
Low 16 4 12 0,8113  

Assurance 
    

0,3761 
High 52 52 0 0,0000  

Medium 39 30 9 0,7793  
Low 9 0 9 0,0000  

Reliability 
    0,4771 

High 48 48 0 0,0000  
Medium 36 33 3 0,4138  

Low 16 1 15 0,3373  
Responsiveness 

    
0,4256 

High 53 53 0 0,0000  
Medium 33 28 5 0,6136  

Low 14 1 13 0,3712  
Empathy 

    
0,3863 

High 48 48 0 0,0000  
Medium 35 31 4 0,5127  

Low 17 3 14 0,6723  
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Based on the calculations in the table above, it can be seen that the attribute with the highest gain is 

Reliability, with a gain value of 0.4771. Therefore, this attribute is selected as the root node (Node 1). The 

values Medium and Low under this attribute still require further calculations. 

The resulting decision tree can be seen in the following figure. 

 

 

 
Figure 1. The Generated Decision Tree 

 
The rules derived from the final decision tree are based on the calculations of Entropy and Gain. 

From this decision tree, a total of ten (10) rules have been identified to assess student satisfaction. These rules 
serve as logical pathways that map specific attribute conditions to satisfaction outcomes. Each rule is formed 
by tracing a unique path from the root node to a terminal leaf node in the decision tree, representing a 
specific classification outcome—either “Satisfied” or “Not Satisfied.” These decision rules can provide 
valuable insights for institutions to understand which factors most significantly influence student satisfaction, 
and to what extent certain combinations of service attributes affect student perceptions. The ten derived rules 
for measuring student satisfaction are as follows: 

 
1. IF Reliability = High THEN Decision = Satisfied 
2. IF Reliability = Medium AND Responsiveness = High THEN Decision = Satisfied 
3. IF Reliability = Medium AND Responsiveness = Medium THEN Decision = Satisfied 
4. IF Reliability = Medium AND Responsiveness = Low AND Empathy = Medium AND Tangibles = 

Medium THEN Decision = Satisfied 
5. IF Reliability = Medium AND Responsiveness = Low AND Empathy = Medium AND Tangibles = 

Low THEN Decision = Not Satisfied 
6. IF Reliability = Medium AND Responsiveness = Low AND Empathy = Low THEN Decision = Not 

Satisfied 
7. IF Reliability = Low AND Empathy = Medium AND Tangibles = Medium AND Assurance = Medium 

THEN Decision = Satisfied 
8. IF Reliability = Low AND Empathy = Medium AND Tangibles = Medium AND Assurance = Low 

THEN Decision = Not Satisfied 
9. IF Reliability = Low AND Empathy = Medium AND Tangibles = Low THEN Decision = Not Satisfied 
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10. IF Reliability = Low AND Empathy = Low THEN Decision = Not Satisfied 

From the ten decision rules generated through the C4.5 algorithm, it can be observed that five rules 
lead to a Satisfied decision, while the remaining five result in a Not Satisfied decision. This balanced 
distribution reflects the diversity of student perceptions regarding the quality of academic services, which is 
influenced by various combinations of the evaluated criteria: Tangibles, Assurance, Reliability, 
Responsiveness, and Empathy. 

To validate the accuracy and reliability of the manually derived decision rules, it is essential to 
conduct testing and verification using a data mining tool. This ensures that the analytical results are 
consistent and align with expected outcomes. In this study, the validation process was carried out using 
RapidMiner Studio, a robust data mining software capable of performing classification analysis using the 
C4.5 algorithm. 

The primary objective of this testing phase is to confirm whether the manual calculation and rule 
derivation match the outcomes generated by the software. Such testing is crucial for identifying any 
discrepancies, reinforcing the credibility of the analysis, and ensuring that the model performs as intended 
when applied to real data. 

The results of the testing conducted through RapidMiner Studio, including the decision tree 
visualization and classification outcomes, are presented in the following figure : 

 

 
Figure 2. Decision Tree in RapidMiner 

 
Based on the results of the data mining tests using the C4.5 algorithm, both through manual 

calculation and testing with RapidMiner Studio, it can be concluded that the resulting decision trees and rules 
from both methods are highly consistent and reliable, as the rules produced are identical. This consistency 
between manual and automated results validates the robustness of the methodology and strengthens the 
credibility of the findings. The C4.5 algorithm is considered to be highly effective for data classification 
because it clearly reveals the characteristics of the classified data, whether in the form of a decision tree 
structure or in if-then rule format. These rule sets help in understanding which attributes most influence 
outcomes—in this case, student satisfaction—making them an essential tool in institutional decision-making. 

Furthermore, the decision tree output provides an intuitive visual representation that can easily be 
interpreted by both technical and non-technical users. This enhances its utility for a broader audience, such as 
academic administrators and policy makers, who may rely on such insights to improve service delivery. 
Overall, the C4.5 algorithm not only delivers high accuracy but also ensures transparency and interpretability 
in the classification process, making it a powerful instrument for knowledge discovery and strategic planning 
in educational environments.. 

 
4. Conclusion 

Based on the findings of this study, it can be concluded that data mining using the C4.5 algorithm 
has successfully classified the variables involved in measuring student satisfaction, resulting in 10 decision 
rules with an accuracy rate of 98.22%. These generated rules are expected to serve as a foundation for 
making informed decisions regarding actions that should be taken to improve student satisfaction. The 
implementation of the C4.5 algorithm using RapidMiner Studio software proves to be more effective and 
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efficient in processing data. Moreover, the decision tree generated by RapidMiner Studio matches the 
manually calculated results, confirming the consistency and reliability of the method used. 
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