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This research presents the development of a real-time attendance system 

utilizing facial recognition, which incorporates three main components: the 

MobileNet Convolutional Neural Network (CNN) for classification, Multi-

task Cascaded Convolutional Networks (MTCNN) for face detection, and 

Contrast Limited Adaptive Histogram Equalization (CLAHE) for image 

preprocessing. The model was trained on a curated subset of the Labeled 

Faces in the Wild (LFW) dataset, containing 20 categories with 50 images 

each, and evaluated using a locally captured dataset. Training was conducted 

on Google Colab using a pre-trained MobileNet model that was fine-tuned 

with 800 images, while 200 images were used for validation. System 

performance was assessed through several metrics, including accuracy, 

precision, recall, F1-score, and a confusion matrix. The model achieved a 

validation accuracy of 86% and an average F1-score of 0.85, reflecting high 

classification accuracy. To enhance usability, the system was implemented 

within a Python-based graphical user interface (GUI), which automates 

attendance tracking and records data directly into Excel spreadsheets. This 

study highlights the potential of integrating lightweight CNN architectures 

with effective preprocessing techniques and real-time GUI applications to 

create a reliable, efficient, and practical biometric attendance system. 

Keywords: 

Attendance System 

CLAHE 

Face Recognition 

MobileNet 

MTCNN 

This is an open access article under the CC BY-SA license. 

 

Corresponding Author: 

Hajijin Amri 

Teknik Informatika, Stmik Ikmi Cirebon 

Kota Cirebon, Indonesia 

Email: hajijinamri@gmail.com 

© The Author(s) 2025 

 

1. Introduction 
The rapid advancement of artificial intelligence (AI), machine learning (ML), and computer vision 

technologies has revolutionized the way automation is implemented across diverse domains including 

education, industry, security, and administrative management [1], [2]. One of the most impactful applications 

is the development of facial recognition systems, which are now widely used for identification, 

authentication, and attendance tracking [3], [4], [5]. Traditional attendance methods, such as manual 

signature lists, ID cards, or fingerprint scanners, are often vulnerable to manipulation, time-consuming, and 

not adaptive to the needs of modern digital environments [6], [7]. In contrast, facial recognition provides a 

contactless, efficient, and scalable solution for real-time attendance systems [8], [9]. 

Facial recognition systems are built upon advances in deep learning and image processing, with 

Convolutional Neural Networks (CNNs) being the cornerstone of feature extraction and classification [10], 

[11]. CNNs automatically learn hierarchical representations of facial features, enabling accurate recognition 

even under challenging conditions [12]. Among various CNN architectures, MobileNet is notable for its 

lightweight structure and computational efficiency, making it ideal for deployment on mobile or embedded 
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systems [13], [14], [15]. However, real-world deployments often face challenges such as variations in facial 

pose, lighting inconsistencies, and image noise, which can degrade model performance if not properly 

addressed [16], [17] 

To mitigate these challenges, preprocessing techniques are necessary. Contrast Limited Adaptive 

Histogram Equalization (CLAHE) is widely employed to enhance image contrast in localized regions, 

improving the visibility of critical facial landmarks under varying lighting conditions [18]. In parallel, Multi-

task Cascaded Convolutional Networks (MTCNN) serve as a robust solution for face detection and alignment 

by leveraging multi-stage networks that identify facial landmarks and bounding boxes [19], [20].The synergy 

between CLAHE and MTCNN has shown to improve the reliability and accuracy of facial recognition 

pipelines significantly [21]. 

Despite existing research on MobileNet, MTCNN, and CLAHE, few studies have integrated these 

three components into a unified system tailored specifically for real-time attendance automation. 

Furthermore, class imbalance in facial datasets such as Labeled Faces in the Wild (LFW)—a common 

benchmark dataset—remains a notable issue. Unequal distribution of images per class can lead to biased 

training and poor generalization performance [22], [23].To address this, we applied a dataset filtering 

strategy ensuring that each selected class in LFW contains exactly 50 images, resulting in a balanced and 

representative training set [24]. 

This research proposes a novel integration of CLAHE for image enhancement, MTCNN for face 

detection and alignment, and MobileNet for feature classification, all embedded within a real-time system 

built in Python with a Tkinter-based graphical user interface (GUI)[25]. Users can register facial data and 

automatically log attendance with high-speed recognition. The system was trained using transfer learning and 

evaluated through precision, recall, F1-score, and confusion matrix. The resulting model achieved 86% 

validation accuracy with an average F1-score of 0.85, validating its performance and practicality for 

educational or organizational deployment. This study contributes to the body of facial recognition research 

by: 

1. Combining three complementary techniques (CLAHE, MTCNN, MobileNet) in a practical pipeline. 

2. Addressing dataset imbalance in LFW through systematic filtering. 

3. Implementing a real-time operational GUI with automated Excel-based logging. 

4. Demonstrating high accuracy and reliability using lightweight deep learning models. 

2. Research Method 
This research employed an experimental design to develop a real-time face recognition-based 

attendance system by integrating preprocessing, detection, and classification stages in a unified pipeline. The 

experiment was conducted in six main phases: dataset acquisition, image preprocessing, model training, 

system implementation, performance evaluation, and real-time testing via GUI. The objective was to analyze 

how the integration of CLAHE, MTCNN, and MobileNet affects the performance and reliability of facial 

recognition in attendance systems, particularly under varying lighting conditions and facial orientations. 

 
Figure 1. Research Methodology Flow 

 

2.1 Dataset 

The dataset used in this study consists of two sources: a publicly available dataset and a locally 

captured dataset. The main dataset is a filtered version of the Labeled Faces in the Wild (LFW) dataset, 
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while the additional data was collected through a real-time graphical user interface (GUI) for validation 

purposes. 

1. Public Dataset – Labeled Faces in the Wild (LFW) 

The LFW dataset is a widely adopted benchmark for facial recognition research, originally 

containing over 13,000 facial images of more than 5,000 individuals under unconstrained conditions [1]. 

However, the distribution of images per class is highly unbalanced, which can lead to overfitting and 

model bias during training. To address this issue, a filtering process was implemented using a Python 

script to select only those classes with at least 50 images, and from each selected class, 50 images were 

randomly sampled. This resulted in a balanced dataset of 20 classes, each containing 50 facial images, 

totaling 1,000 images. The dataset was then split into training and testing subsets with an 80:20 ratio, 

producing 800 training images and 200 testing images, ensuring that each class was equally represented 

in both subsets. The filtering and class-balancing approach aligns with the recommendations of Yang et 

al. [6] to mitigate training bias in long-tailed visual recognition tasks. 

 
Figure 2. Filtering and balancing process of LFW dataset 

 

2. Local Dataset – Real-Time Face Capture 

To simulate real-world scenarios and evaluate system performance beyond the LFW dataset, a local 

dataset was created using a GUI-based system developed in Python with Tkinter. The system allowed 

users to input identity data (ID, name, birth date, gender) and automatically captured 50 facial images 

per person using a laptop webcam. These images were saved in structured folders and labeled 

appropriately for integration with the classifier. Each entry was logged into an Excel file (database.xlsx), 

which was used for cross-referencing during attendance recognition. 

 
Figure 3. GUI interface for real-time dataset collection 

 

3. Image Format and Preprocessing Overview 

All images, from both the public and local datasets, were resized to 224×224 pixels and normalized 

to the [0, 1] range to conform with the input requirements of the MobileNet architecture. The images 
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were saved in .jpg format and structured into directories according to class labels. These preprocessing 

steps were implemented using OpenCV and TensorFlow libraries in Python. This dataset configuration 

allowed the system to learn from diverse input conditions, preparing the model for robust performance 

during real-time application. The hybrid use of public and private datasets also supports better 

generalization across unknown facial inputs 

Table 1. Dataset Summary after Filtering and Splitting 

 

 

2.2 Preprocessing 

Preprocessing is a crucial stage in face recognition systems as it directly affects the quality of the 

input data used for training and inference. In this study, two preprocessing techniques were implemented 

prior to facial classification: Contrast Limited Adaptive Histogram Equalization (CLAHE) and Multi-

task Cascaded Convolutional Networks (MTCNN). These techniques aim to enhance the visual quality 

of the input images and ensure accurate face detection, thereby improving the robustness of the overall 

system. 

1. Contrast Limited Adaptive Histogram Equalization (CLAHE) 

CLAHE was applied to all face images to improve contrast and visibility of facial features, 

especially in varying lighting conditions. Unlike global histogram equalization, which may over-amplify 

noise in homogeneous regions, CLAHE operates on small image tiles and applies histogram equalization 

locally. The resulting image maintains structural integrity while enhancing edge details, particularly 

around key facial landmarks such as the eyes, nose, and lips [2]. This method has been shown to 

significantly improve classification performance in environments with poor illumination by providing a 

clearer and more uniform input to the CNN model [3]. The implementation was performed using the 

OpenCV library in Python, with the clip limit and tile grid size set empirically for optimal visual output. 

 
Figure 4. CLAHE enhancement 

 

2. Multi-task Cascaded Convolutional Networks (MTCNN) 

Following contrast enhancement, MTCNN was utilized to detect and crop facial regions from the 

full-frame images. MTCNN is a robust face detection algorithm consisting of three neural networks—

Proposal Network (P-Net), Refine Network (R-Net), and Output Network (O-Net)—which work 

sequentially to detect bounding boxes and five key facial landmarks (eyes, nose, and mouth corners) 

[10]. This method not only improves the localization of facial regions but also ensures consistent 

alignment, reducing intra-class variability due to facial pose or camera angle. The cropped faces were 

Dataset Type Number of 

Classes 

Images per Class Total Images Train Images Test Images 

LFW 

(Filtered) 

20 50 1000 800 200 

Local Input 1 (Experimental) 50 1000 - - 
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then resized to 224×224 pixels, consistent with MobileNet's input dimensions, and normalized to the 

range [0, 1]. 

 
Figure 5. MTCNN Result 

 

3. Preprocessing Pipeline Summary 

Together, CLAHE and MTCNN formed a preprocessing pipeline that significantly enhanced the 

consistency and clarity of facial inputs. This allowed the CNN model to focus on the most informative 

areas of the face during training, leading to better classification performance. 

 
Figure 6. Combined preprocessing pipeline: CLAHE → MTCNN → Cropped face 

 

2.3 Model Development 

The face classification model in this study was developed using the MobileNet architecture with a 

transfer learning approach. MobileNet is a lightweight Convolutional Neural Network (CNN) that has 

been widely adopted for image classification tasks on edge devices due to its low computational cost and 

high accuracy [4], [5]. To adapt MobileNet for the face recognition task, we removed the top 

classification layers and added custom layers suited for multi-class facial identification. 

1. Transfer Learning Strategy 

Transfer learning enables the use of pretrained knowledge from large-scale datasets such as 

ImageNet to new tasks with smaller datasets. In this study, MobileNet was loaded with pretrained 

weights from ImageNet, and all base layers were frozen during the initial training phase to preserve 

learned features. Only the top layers were trained using the filtered LFW dataset (20 classes × 50 

images).This strategy reduces training time and enhances generalization, particularly when working with 

relatively small datasets like LFW, which, even after filtering, contains only 1,000 images [6]. 

2. CNN Architecture Design 

The architecture used in this research is structured as follows: 
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Figure 7. CNN Architecture Design 

 

 Base Model: MobileNet (without top classifier, include_top=False) 

 Custom Layers: 

o Global Average Pooling 2D (GAP) 

o Dense layer with 128 neurons and ReLU activation 

o Dropout layer (rate: 0.2) to reduce overfitting 

o Output Dense layer with 20 neurons (softmax activation for 20 classes) 

 
Figure 7. Modified MobileNet architecture for face recognition 

 

3. Training Configuration 

The model was compiled and trained using the TensorFlow 2.x framework on Google Colab, 

utilizing an T4 GPU. The following hyperparameters were used: 
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 Epochs: 20 

 Batch Size: 32 

 Learning Rate: 0.0001 (with Adam optimizer) 

 Loss Function: Categorical Crossentropy 

 Metrics: Accuracy 

Training progress was monitored using accuracy and loss metrics on both training and validation 

datasets. The model was trained using the .fit() method with early stopping disabled to observe full 

convergence. 

 
Figure 8. Training and validation accuracy over epochs 

 

Table 2. Summary of Model Hyperparameters 

 
Parameter Value 

Epoch 20 

Batch Size 32 
Learning Rate 0.0001 

Optimizer Adam 

Loss Function Categorical Crossentropy 
Input Size 224×224×3 

Output Classes 20 

  

 

 

 

2.4 Implementation 

The implementation phase in this research focuses on the deployment of a face recognition-based 

attendance system with a user-friendly graphical user interface (GUI). The system was built using the 

Python programming language and the Tkinter library, enabling real-time interaction between the user 

and the underlying deep learning model. 

1. Graphical User Interface (GUI) Development 

The GUI serves as the front-end application that connects the user to the backend facial recognition 

engine. It was developed using Tkinter, which is a standard Python library for building interactive 

desktop applications. The GUI consists of two main modules: 

 Data Registration Module 

 Attendance Recognition Module 

The layout was designed to be simple and intuitive, especially for educational and organizational users 

who may not have technical expertise. 
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Figure 9. Main GUI layout of the face recognition attendance system 

 

2. Input Data (Face Registration) 

The registration process begins with user identity input, including fields such as name, ID, birth 

date, gender, and class. After submitting the form, the system activates the laptop’s webcam to capture 

50 facial images automatically. Each image is saved into a dedicated folder labeled with the user's ID 

and name. Simultaneously, the identity data is recorded in an Excel file named database.xlsx. All 

registration tasks were automated to ensure consistency and to minimize human error in data labeling. 

This stage ensures that a personalized dataset is created for each individual prior to facial recognition. 

 
Figure 10. GUI registration form and folder structure of saved images 

3. Real-Time Face Recognition and Attendance Logging 

Once the registration process is completed and the model is trained, the user can switch to the 

attendance recognition module. When the webcam detects a face, the system processes the input through 

the preprocessing pipeline (CLAHE and MTCNN), extracts features using the MobileNet model, and 

predicts the identity based on the trained classifier. If the user is successfully identified, the system will: 

 Display the user's name on the GUI, 

 Record the attendance time, recognition confidence score, and status into absensi.xlsx, 

 Prevent duplicate entries for the same user on the same session 

The attendance process is conducted in real-time and completes within <1 second per face, indicating 

that the system is suitable for operational use in small to medium-scale environments. 

 

 
Figure 11. Real-time face recognition and attendance log in Excel 

 

4. Backend Integration and Automation 

To connect GUI operations with backend deep learning tasks, the system integrates several Python 

libraries: 

 OpenCV for image capture and processing, 
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 TensorFlow/Keras for loading the trained MobileNet model, 

 Pandas and openpyxl for managing Excel-based attendance records, 

 os and datetime for file and timestamp management. 

The integration of these components ensures that the system functions seamlessly from input to output, 

providing a reliable and user-oriented solution for facial attendance management. 

 

2.5 Evaluation 

To assess the performance of the face recognition-based attendance system, several evaluation 

metrics and visualization tools were used. These metrics provide insight into how accurately the model 

classifies facial inputs and how well it generalizes to unseen data. The evaluation process was carried out 

using the test set consisting of 200 images across 20 balanced classes, and focused on classification 

quality, stability, and learning trends over training epochs. 

1. Evaluation Metrics 

The main evaluation metrics applied in this study include: 

 Accuracy: The proportion of correctly predicted samples among all predictions. 

 Precision: The ratio of true positive predictions to all predicted positives, indicating prediction 

reliability. 

 Recall: The ratio of true positives to all actual positive samples, reflecting detection sensitivity. 

 F1-Score: The harmonic mean of precision and recall, especially useful in multi-class 

evaluations where data distributions may be slightly uneven [2], [7]. 

The results obtained from the trained MobileNet model were as follows: 

 Accuracy: 86% 

 Precision (average): 0.88 

 Recall (average): 0.86 

 F1-Score (average): 0.85 

These scores demonstrate that the model performs reliably in recognizing individuals across various 

classes and lighting conditions. 

 

Table 3. Summary of Model Evaluation Metrics 
Metric Value 

Accuracy 86% 
Precision 0.88 

Recall 0.86 

F1-Score 0.85 

 

2. Confusion Matrix Analysis 

A confusion matrix was constructed to visualize the classification results for each class. The matrix 

provides detailed insight into the performance per class by showing the number of correct and incorrect 

predictions for each label. Most of the predictions were concentrated along the diagonal line of the 

matrix, indicating high per-class accuracy. However, minor misclassifications occurred in a few visually 

similar classes, such as those with similar facial features or lighting conditions. 

 
Figure 12. Confusion Matrix for Face Recognition Classification 
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3. Accuracy and Loss Visualization 

To evaluate the learning behavior of the model throughout training, accuracy and loss values were 

plotted over 20 epochs for both training and validation datasets. These plots reveal whether the model 

converged, overfitted, or underfit during training. The resulting graphs showed: 

 A consistent increase in training and validation accuracy. 

 A smooth decrease in loss over time. 

 No significant divergence between training and validation trends, indicating stable learning. 

 
Figure 13. Training vs Validation Accuracy over Epochs 

 

Together, these visualizations confirm that the MobileNet model, when fine-tuned with CLAHE and 

MTCNN preprocessing, was able to generalize effectively and avoid overfitting. 

3. Result and Discussion 
3.1 Experimental results 

The face recognition-based attendance system was trained using a filtered version of the LFW 

dataset, which consisted of 20 classes with 50 images per class. After applying preprocessing techniques 

(CLAHE and MTCNN), the dataset was split into 80% training and 20% testing subsets. The training 

process was conducted over 30 epochs using the MobileNet architecture with transfer learning, fine-

tuned on the top layers. 

Upon completion of the training phase, the model achieved a validation accuracy of 86% on the test 

set, consisting of 200 unseen facial images. The model’s classification performance was further 

evaluated using the F1-score, which reached an average of 0.85 across all classes. These results suggest 

that the model is highly capable of generalizing to new data, even in a multi-class classification scenario 

with limited data per class [2], [7]. 

 

 
Class Name Precision Recall F1-Score 

41226265_Hajijin Amri 1.00 1.00 1.00 

Tony Blair 0.71 0.60 0.65 

Gerhard Schroeder 0.68 0.58 0.62 
George W. Bush 0.89 0.95 0.92 

Colin Powell 0.85 0.82 0.83 

Average (All Classes) 0.88 0.86 0.85 

 

1. Confusion Matrix Insights 

To visualize the per-class classification outcomes, a confusion matrix was constructed from the 

model predictions. The majority of correct predictions were concentrated along the diagonal of the 

matrix, indicating high accuracy for most classes. Only minor misclassifications were observed, often 
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occurring between classes with similar facial features or expressions, such as ―Tony Blair‖ and ―Gerhard 

Schroeder,‖ which had relatively lower F1-scores. 

 
Figure 14. Confusion Matrix 

 

2. Best and Worst Performing Classes 

 The class with the highest performance was ―41226265_Hajijin Amri‖, achieving a perfect F1-

score of 1.00. This indicates that all instances of this class in the test set were correctly classified without 

any false positives or false negatives. This result was expected, as the local class was collected under 

controlled conditions (uniform lighting, frontal pose) through the GUI module of the system. 

Conversely, the classes with the lowest performance were ―Tony Blair‖ and ―Gerhard Schroeder‖, 

both of which had F1-scores below 0.70. Analysis of the misclassified samples showed that these images 

often exhibited non-frontal angles, shadows, or partial occlusions, which reduced the effectiveness of 

feature extraction during classification. These outcomes align with findings from prior studies which 

emphasize the sensitivity of CNN-based models to pose and lighting variations [1]. 

3.2 Visualisasi 

To enhance interpretability and validate the model’s performance, various visual tools were utilized 

in this study. These visualizations provide insight into the learning behavior, per-class classification 

quality, and real-world interaction of the system. The results are presented in the form of training 

performance graphs, metric distribution charts, and user interface screenshots, each offering critical 

information to evaluate system practicality and accuracy. 

1. Accuracy and Loss Curves 

During the training phase, the model’s accuracy and loss values were recorded at each epoch for 

both training and validation sets. The resulting curves illustrate how well the model generalized across 

data splits. As shown in Figure 16, both training and validation accuracy increased consistently 

throughout the 20 epochs, while loss decreased steadily, indicating that the model converged effectively 

without signs of overfitting. 

2. Per-Class Precision, Recall, and F1-Score 

To further explore classification quality per label, a bar chart was generated to display the precision, 

recall, and F1-score for each of the 20 classes in the filtered LFW dataset. As seen in Figure 17, the class 

―41226265_Hajijin Amri‖ attained perfect scores in all metrics, confirming the impact of high-quality 

local data. On the contrary, classes like ―Tony Blair‖ and ―Gerhard Schroeder‖ exhibited lower scores, 

likely due to variations in lighting, pose, and image sharpness [2], [7] 
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Figure 15. Precision, Recall, and F1-Score per Class 

This visualization aids in identifying which classes require further data augmentation or filtering for future 

improvement, as suggested by Yang et al. [6]. 

3. Graphical User Interface (GUI) 

The practical aspect of the system is demonstrated via its GUI, which was developed using Tkinter 

in Python. Figure 18 presents the main interface where users can register their data and perform real-time 

facial recognition. Upon successful detection, the system logs attendance into an Excel spreadsheet and 

provides real-time feedback within the interface. These features showcase the application’s readiness for 

real-world deployment. The integration of deep learning and user-friendly GUI components aligns with 

the design goals for accessible and accurate biometric attendance systems [3]. 

3.3 Analisis 

The integration of CLAHE and MTCNN in the preprocessing pipeline proved to have a significant 

impact on recognition accuracy and system robustness. The CLAHE technique enhanced local contrast 

in facial images, allowing better preservation of facial landmarks such as the eyes, nose, and mouth 

under varied lighting conditions. This contributed to a more accurate feature extraction phase by 

MobileNet, especially in environments where lighting was inconsistent, such as side-lit or backlit 

scenarios. These findings are consistent with previous studies that emphasize the importance of contrast 

enhancement in facial image quality .[1], [3], [26]. Moreover, MTCNN enabled accurate and consistent 

face detection across different facial orientations and expressions. Its multi-stage architecture provided 

effective landmark localization and alignment, which ensured that input faces were normalized before 

being classified by the MobileNet model [10].The success of MTCNN in this system confirms its 

reliability, especially in dynamic environments such as real-time attendance tracking The user interface, 

developed with Python Tkinter, also demonstrated practical functionality.  

The real-time attendance system was able to recognize and log user presence in less than one 

second, showcasing its responsiveness and feasibility for real-world deployment. This level of latency is 

crucial for maintaining user experience in high-traffic environments like classrooms or organizational 

checkpointsThe system was tested under multiple lighting conditions, including bright, low-light, and 

natural ambient settings. It maintained stable performance across all scenarios, with minimal loss in 

prediction accuracy. This further illustrates the synergistic contribution of CLAHE and MTCNN in 

preparing high-quality input data for classification, confirming theoretical expectations from literature. 

In addition to accuracy and speed, the system demonstrated a high level of operational consistency, with 

no significant fluctuation in classification metrics across repeated tests. The Excel-based logging 

mechanism successfully stored attendance records without duplication, while the GUI maintained user 

clarity and usability during operation. These results validate that the proposed system aligns well with 

design goals described in the Introduction, namely: lightweight computation, high-speed operation, 

robustness to environmental variation, and real-world applicability. 

3.4 Comparison and Novelty 

The proposed face recognition-based attendance system distinguishes itself from prior 

works by offering a complete and integrated pipeline, covering all critical stages from 

preprocessing, detection, classification, to real-time attendance recording. While many existing 

studies focus solely on model performance or dataset enhancement, this research extends 
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beyond algorithmic experimentation to a full implementation with GUI integration, ensuring 

practical usability in real-world environments. 

1. Comparison with Existing Methods 

Most traditional face recognition systems emphasize the use of CNNs for classification without 

optimizing upstream processes such as contrast enhancement or detection stability. In contrast, the 

combined use of CLAHE, MTCNN, and MobileNet in this system has shown to significantly improve 

detection and classification performance. Previous works typically rely on datasets with heavy class 

imbalance or limited real-time operability [1], [3].This system addresses these limitations by: 

 Applying CLAHE for contrast normalization across lighting conditions [2], [17] 

 Utilizing MTCNN for robust multi-angle face detection [8], [10], 

 Using a filtered and balanced LFW dataset (20 classes × 50 images) to minimize bias [6], 

 Including locally captured facial data via GUI to simulate real-world inputs. 

Most importantly, unlike studies that stop at classification results, this system demonstrates real-time 

performance with attendance logging, verified through consistent accuracy (86%) and low latency (<1 

second/recognition), matching or exceeding many prior benchmarks [4], [7], [11], [14]. 

Variable Speed (rpm) Power (kW) 

x 10 8.6 
y 15 12.4 

z 20 15.3 

 

2. Novelty of the Proposed System 

This system presents four major novelties that differentiate it from previous research: 

1. End-to-End Pipeline: From face registration to Excel-based attendance export, the pipeline is 

fully automated and executable in practical deployment settings (e.g., schools, offices). 

2. Hybrid Dataset Composition: It merges a filtered and balanced public dataset (LFW) with real-

time captured data through the GUI, ensuring that training includes both controlled and natural 

conditions. 

3. Optimized Preprocessing: CLAHE and MTCNN integration significantly improves input 

quality and detection consistency, which is rarely combined in conventional implementations. 

4. Operational Deployment: The system does not remain theoretical. It is equipped with a user-

friendly interface and has been tested under various lighting conditions, achieving robust and 

repeatable results. 

This implementation demonstrates how lightweight models like MobileNet can be leveraged in real-

world biometric systems when coupled with effective preprocessing and interface design. 

Furthermore, the inclusion of data filtering, transfer learning, and evaluation metrics supports a 

research model that balances performance, efficiency, and usability [27], [28], [29], [30], [31], [32], 

[33], [34]. 

3. Conclusion 
This study successfully achieved the objectives outlined in the Introduction by developing and 

implementing a complete and real-time facial recognition-based attendance system that integrates CLAHE, 

MTCNN, and MobileNet within a user-friendly Python GUI framework. The proposed system attained a 

validation accuracy of 86%, with a balanced average F1-score of 0.85 across 20 classes of the filtered LFW 

dataset and local images, demonstrating robust classification performance. The incorporation of CLAHE 

significantly improved image clarity under varied lighting conditions, while MTCNN ensured reliable facial 

detection and alignment. These preprocessing enhancements directly contributed to the accuracy and 

consistency of the system's recognition capabilities. Furthermore, the implementation of this system in a real-

time environment proved its operational feasibility. Attendance logging was executed in less than one second 

per recognition instance, making the system highly applicable for use in educational institutions, 

organizational environments, and other formal attendance scenarios. The use of a GUI developed with 

Tkinter, along with automatic attendance logging into Excel files, adds considerable value to the user 

experience and system integration potential. The system also demonstrated stability across different 

operational conditions, including variations in illumination and facial orientation. It maintained consistent 
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recognition results even in environments with suboptimal input image quality, thereby validating the 

resilience of the integrated pipeline. This level of robustness satisfies the real-world expectations mentioned 

in the Introduction and substantiates the experimental outcomes detailed in the Results and Discussion. The 

novelty of this study lies not only in the integration of CLAHE, MTCNN, and MobileNet, but also in its 

deployment as a complete attendance management solution, extending beyond simulation or model 

evaluation. This work lays the foundation for future enhancements in biometric-based attendance systems, 

such as: 

 Liveness detection to prevent spoofing attacks, 

 Multi-user detection and tracking for classroom-scale implementations, 

 Edge deployment using Raspberry Pi or mobile devices for portability, 

 Integration with cloud-based analytics systems for real-time dashboards and monitoring. 

In conclusion, the research delivers a lightweight, accurate, and deployable facial recognition-based 

attendance system, validating both its theoretical underpinnings and practical implementation. The 

outcomes demonstrate compatibility between expected contributions and realized performance, 

reinforcing the system’s potential for adoption in real-world biometric attendance solutions. 
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