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 Hypertension is one of the health problems that often arise during pregnancy 

and can cause complications in 2-3% of pregnancies. Hypertension In 

Pregnancy (HDK) is defined as a blood pressure of ≥140/90 mmHg in two or 

more measurements.  Data mining is a combination of a number of computer 
science disciplines that is defined as the process of discovering new patterns 

from very large data sets. By looking at records on Age, IMT, Parity / 

Gravidity, and Blood Pressure and analysis with K-Means clustering, it can 

be seen that the similarity of values of the above variables ultimately forms 
patterns related to hypertension in pregnant women. The clustering process 

using 5 clusters according to the elbow chart analysis. In this study, it was 

seen that the variable Blood Pressure is the same pattern and often appears in 

each cluster. While hypertension occurs in 1 cluster out of 5 existing clusters. 
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1. Introduction 
Health is the most important aspect in every life, especially for pregnant women. Hypertension is 

one of the health problems that often arise during pregnancy and can cause complications in 2-3% of 

pregnancies. Hypertension is a "silent killer" that causes the iceberg phenomenon. The prevalence of 

hypertension increases with age. This pathological condition if not treated quickly and early will aggravate 

the risk.[1] 

Hypertension In Pregnancy (HDK) is defined as a blood pressure of ≥140/90 mmHg in two or more 

measurements. [2] Berdasarkan International Society for the Study of Hypertension in Pregnancy (ISSHP) 

There are 4 categories of hypertension in pregnancy, namely preeclampsia-eclampsia, gestational 

hypertension, chronic hypertension and superimpose chronic hypertensive preeclampsia.[3] The incidence of 

hypertension in pregnancy can be influenced by several factors (multiple causation). Maternal age (<20 or 

≥35 years), primigravida, nulliparity and increased Body Mass Index (IMT) are predisposing factors for the 

occurrence of hypertension in pregnancy.[4][5] 

Bangkinang City Community Health Center is a place for community health center services to facilitate 

health tests, both in the form of direct health checks and hospitalization. Not only that, the Bangkinang City 

Health Center also conducts training and development aimed at pregnant women in the Kampar 

area.Currently, data on pregnant women from 2017-2021 is 568 data at the Bangkinang Health Center in 

Kampar District. However, the data still cannot be used as specific data. This is because the data is not 
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intended for the public but as an ordinary report that is still manual (recording is done on the general ledger).  

To determine whether the pregnant woman has hypertension or not during pregnancy, the data will be studied 

based on age, IMT, blood pressure, and Parity / Gravidity.[6]   

Based on several variables used to test for pregnancy hypertension, one of them is age. The age studied 

was pregnant women aged < 20 years were adolescents, ages 20-35 years Adult I, and age > 35 years adult II. 

Next. Furthermore, blood pressure is generally determined, normal blood pressure for adults (> 18 years) is 

120/80, the number 120 is called systolic pressure, and the number 80 is called diastolic pressure, 

Furthermore, IMT, IMT results are obtained from the division between body weight and height. Last is Parity 

/ Gravidity, Gravidity is the number of pregnancies regardless of gestational age.[7][8] 

To determine the relationship between IMT, blood pressure, parity and hypertension in pregnant 

women, it is necessary to do mapping using the clustering method. On this occasion the K-Means Algorithm 

is used. K-means is one of the algorithms that is unsupervised learning. K-Means has a function to group data 

into cluster data.[9] [10]. 

 

2. Research Method  
In this research methodology describes the process of applying the research framework. Then you 

can understand some of the stages described in the form of a design framework, starting from the needs 

analysis process to the results of this study. Stages of conducting research, ie. data needs analysis, data 

collection process, data analysis using K-Means algorithm.[11] 

 

2.1 Data mining methods  

The method used is in data mining is to use the method CRISP-DM.[12]  Cross-Industry Standard 

Process for Data Mining or CRISP-DM is one of the datamining process models (datamining framework) 

which was originally (1996) built by 5 companies namely Integral Solutions Ltd (ISL), Teradata, Daimler 

AG, NCR Corporation and OHRA. This framework was later developed by hundreds of organizations and 

companies in Europe to become a non-proprietary standard methodology for data mining.[13] 

 

 

 
Figure 1: CRISP-DM 

Stages of the Method CRISP-DM[14] 

1. Business Understanding Phase 

Business understanding, The purpose of the project (research) to find out whether pregnant women 

experience gestational hypertension. The need for this business objective (research) to find out 

based on the variables of age, IMT, parity/gravidity, and blood pressure, which is more decisive.  

2. Data Understanding Phase 

The collection of data on pregnant women and samples of pregnant women data  are cleaned target 

data with the aim of obtaining consistent data. 

3. Data Preparation Phase 

This data processing creates  a final dataset that will be applied into modeling tools.  
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4. Modeling Phase 

In this modeling phase, researchers selected data mining techniques and clustering methods using K-

Means. 

5. Evaluation Phase 

This evaluation phase will evaluate and examine to ensure that the modeling phase of the pregnant 

women's data used meets the objectives of the study. 

6. Deployment Phase 

Deployment is the final stage in making a report on the results of processed pregnant women's data. 

Final report containing the knowledge gained or pattern recognition on data in the process of data 

mining. 

2.2 Algoritma K-Means 

The K-Means algorithm takes an unlabeled dataset as input, then divides the dataset into k clusters, 

and repeats the process until it doesn't find the best cluster.[15] The K-Means Algorithm process can be seen 

in the flowchart of this image:[16] 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

Figure 2. K-Means algorithm 

 

3. Result and Discussion 
 

3.1 Data Preprocessing 

 

 This study used data on pregnant women as shown in table 1. Data was taken from the Bangkinang 

City Health Center with a total record of 200.  

Table 1. Dataset of Pregnant Women at Bangkinang City Health Center 

Start 

Number of 

Clusters K 

Define Center 

 

Calculate the Distance 

of the Object to the 

Center 

 

Group objects by 

distance minimum 

Yes 

Move 

Object ? 

 

No 

End 
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No. RHT Age (mother) Parity IMT Blood pressure 

1. 1 2 1 2 2 

2. 1 2 1 2 1 

3. 1 2 1 2 2 

4. 1 2 1 2 2 

5. 1 2 1 3 1 

6. 1 2 1 2 2 

7. 1 2 1 3 2 

8. 1 2 1 3 3 

9. 2 2 1 2 2 

10. 1 1 1 2 2 

… … … … … … 

197 2 2 1 1 3 

198 1 2 3 2 2 

199 1 2 3 2 1 

200 2 3 2 3 2 

 

 

The data above is to use the name of pregnant women at the Bangkinang City Health Center, the 

following table below groups the division of each variable. 

 

Table 2. Division of variables and data classes 

Field Name Division of Variables and Data Classes 

RHT 
1. No Hypertension 

2. Hypertension 

Age 

1. Age < 20 Years "Teenager",  

2. Age 20-35 Years "Adult I", and  

3. Age 35> Years "Adult II". 

IMT 

IMT = BB/(TB)
2. 

Thin 

Class IMT Nutritional 

Status 

Information 

1 <17.0 Undernutrition Very skinny 

2 17.0 – 

18.4 

Undernutrition That 

3 18.5 – 

25.0 

Good 

Nutrition 

Usual 

4 25.1 – 

27.0 

More 

Nutrition 

Fat 

5 >27.0 More 

Nutrition 

Very fat 

 

Parity/Gravidity 

1. Pregnancy 1,  

2. Pregnancy 2,  

3. Pregnancy 3,  

4. Pregnancy 4,  

5. Pregnancy 5 

Blood pressure 

1. 110/75 mmHg "Low",  

2. 120/80 mmHg "Normal", 

3. 130/85 mmHg "High". 

Data on age, IMT, and blood pressure, the results are taken from some literature on age, IMT, and 

blood pressure, height is good according to WHO (World Health Organization), JNC 7 (Joint National 
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Committee 7),[17] and the Ministry of Health of the Republic of Indonesia. Then summarized and adjusted to 

the data owned.[18] 

 

3.2 Modeling 

3.2.1 Determination of Optimum K 
 The ideal number of clusters for K-Means analysis is to use elbow charts. Determination of the 

optimal number of clusters is determined using the Elbow method.[19] This method uses the Sum of Square 

Error (SSE) value of each cluster count. The greater the number of clusters, the SSE will continue to 

shrink.[20] 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: Elbow Chart 

 

 

From the graph of figure 3 above, it can be seen that the ideal number of clusters needed for the modeling 

process using K_Means are 2 and 5. In this study, 2 midpoints (centroid) and 5 midpoints (centroid) were 

used.[21] 

 

3.2.2 K-Means Testing  

2 centroid 

Tests were performed on each clustering RHT, age, parity, IMT and blood pressure. K-Means Done 

by calculating the accuracy, recall, sensitivity, specificity values of the confusion matrix of each 

experiment.[22] From the test results of 200 data columns, clustering results were obtained as table 3. 

 

Table 3: Number of items by each cluster 

 

 

For the centroid table can be seen in the following table: 

Table 4: Centroid Distance in Each Cluster 

Atribute Cluster_0 Cluster_1 

Cluster Number of Items 

Cluster 0 146 

Cluster 1 54 
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Age (mother) 2.075 2.33 

Parity 1.260 3.481 

IMT 2.171 2.259 

Blood pressure 1.911 1.407 

RHT 1.267 1.407 

From table 4, it can be seen that grouping occurs at value 2 in cluster 0 with a differentiator at parity 

with a value of 1. In cluster 1 the parity value shows the number 3 with each attribute valued at 2. 

The shape of the plot graph in the K-Means process can be seen in the graph below: 

 

 

 
Figure 4: K-Means plot diagram 

5 centroid 

Tests were performed on clustering RHT, age, parity, IMT and blood pressure. K-Means is done by 

calculating the accuracy, recall, sensitivity, specificity values of the confusion matrix of each experiment.[22] 

From the test results of 200 data columns, clustering results were obtained as table 3. 

 

Table 5: Number of items by each cluster 

 

 

For the centroid table can be seen in the following table: 

Table 6: Centroid Distance in Each Cluster 

Atribute Cluster_0 Cluster_1 Cluster_2 Cluster_3 Cluster_4 

Age (mother) 1.948 2.250 2.050 2.500 2.700 

Parity 1.271 3.523 1.400 1.133 3.300 

IMT 2 1.977 3.200 2.033 3.500 

Blood pressure 1.802 1.864 1.900 2.267 2.400 

RHT 1.031 1.386 1.300 2 1.500 

 

From the table above, it can be seen that all clusters show that blood pressure is 2 (normal) resulting 

in 4 clusters (clusters 0, 1, 2 and 4) with proximity values RHT 1.  

Cluster Number of Items 

Cluster 0 96 

Cluster 1 44 

Cluster 2 20 

Cluster 3 30 

Cluster 4 10 
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The RHT for clusters 0, 1, 2 and 4 is 1, while for cluster 3 the RHT is 2. This shows that the 

proximity of values in each attribute is 2 with the exception of parity value 1 resulting in a RHT of 2. Cluster 

0 describes the value of each attribute has something in common, namely at value 2 and at parity value 1. 

However, in cluster 1 parity is worth 3. The proximity of each attribute in cluster 2 parity is 1 and IMT is 3 

with IMT still valued at 1. 

The shape of the plot graph in the K-Means process can be seen in the graph below: 

 

 

 

 

 

 

 

 

 

Figure 5: K-Means plot diagram 

3.3 Evaluation of K-Means Using Silhouette Score 

Silhouette analysis can be used to study the separation distances between the resulting clusters. 

Silhouette plots display a measure of how close each point in a cluster is to points in neighboring clusters and 

thus provide a way to visually assess parameters such as cluster counts.[23] This size has a range [-1, 1]. [24] 

The Silhouette Score results on clustering K-means that have been analyzed produce a roughed 

value of 0.5.[25] This shows that grouping using K-Means is appropriate and optimal. Silhouette Score 

scores and graphs are as follows: 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5: Evaluation of K-Means with Silhouette Score 

 

4. CONCLUSION 

The results of the analysis of maternal age, parity, ideal weight and blood pressure showed that in 

clustering with 2 centroids, grouping produced a differentiator in parity values. This indicates that the 

hypertension of pregnant women will always be normal. 

Analysis using 5 centroids shows that pregnant women will experience hypertension in the first 

maternal pregnancy. 
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